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® Teams will create a computer moc at can identify a range of nuclei across
/ varied conditions
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https://www.kaggle.com/c/data-science-bowl-2018
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* Optimization t otimizer is gradient descent, which

iteratively searches for the minimization of some error function (will not go into detail of
/ how this works today)
O







s itemsets, X and Y,

onsequent or right-hand-side

(f * Example association rule: If A and not B, then C
O



10,000

* Likewise, if 50,000 of the transactions contain A and 10,000 out of those 50,000 also
contain B then the association rule if A then B has a confidence 10,000/50,000 = 20%.
¢ ® Confidence is just the conditional probability of B given A.







Overcast

Rainy

Outlook Temp Humidity Windy  Play
Sunny Hot High False No One-item sets Two-item sets Three-item sets Four-item sets
) Outlook = Sunny (5) Outlook = Sunny Outlook = Sunny Outlook = Sunny
Sunny Hot ngh True No Temperature = Hot (2) Temperature = Hot Temperature = Hot
. Humidity = High (2) Humidity = High
Overcast Hot High False Yes Play = No (2)
Rainy Mild High False Yes Temperature = Cool (4) Outlook = Sunny Outlook = Sunny Outlook = Rainy
. Humidity = High (3) Humidity = High Temperature = Mild
Rainy Cool Normal False Yes Windy = False (2) Windy = False
Rainy Cool Normal True No Play = Yes (2)
Overcast Normal
Sunny High lf-) £ S =
Sunny Cool oo =ln Vi otdl number ot Item setfs with a minimum
Rainy Mild Normal False  Yes support of at least two instances: 12 one-item
Sunny Mild Normal True  Yes sets, 47 two-item sets, 39 three-item sets, 6
Overcast Mild High True Yes

four-item sets and O five-item sets
Normal

High




Humidity = Normal, Windy = False, Play = Yes (4)

Hur
Windy = Fe&

Humidity = Normal then Windy = False and Play

Windy = False then Humidity = Normal and Play
Play = Yes then Humidity = Normal and Windy =

True then Humidity = Normal and Windy = False
and Play = Yes
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understc

the advantage o

numeric and categorical attribute ;tgh N()m{l St}ong \

(which isn’t true for other algorithms will  J¥# Yes No Yes

discuss)
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WHICH ATTRIBUTE TO SELECT?

Temperature

Sunny | Overcast i Sunny | Overcast

(G

High \ Normal False \ True

Yes
Yes
Yes
Yes




® Information gain re

® Impurity measure that it uses is the entropy of the class distribution, which is a
< measure from information theory



Entropy(p1,p2, - - .,pn) = — p1log p1 — p2 log pa. .. — p, log p,

® Entropy is maximal when all classes are equally likely and minimal when one

of the classes has probability 1




Gain(Humidity ) 0.152 b
Gain(Windy ) = 0.048 bits




Sunny | Overcast

High \ Normal

Yes

/) * Note: not all leaves need to be pure; sometimes identical
O instances have different classes

s Splitting stops when data cannot be split any further
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® The final decision

( ® Again, we will not go into too much detail of this algorithm today, but it is something
to know




Probability of event be 1
* A posteriori probability of H: P(H | E)

* Probability of event after evidence is seen

e Likelihood of H: P(E | H)




ng a product of

per-attribute g




Outlook

Temperature

Humidity

Yes

Yes

Yes No

Sunny
Overcast

Rainy

Hot
Mild 4
Cool 3

High 3 <
Normal 6 1

Sunny
Overcast

Rainy

Prediction of a new day

Hot 2/9
Mild 4/9
Cool 3/9

High 3/9 4/5 6/9 2/5
Normal 6/9 1/5 3/9 3/5

Outlook Temp.  Humidity Windy Play

Sunny Cool High True ?

Likelihood of the two classes
For “yes” = 2/9 x 3/9 x 3/9 x 3/9 x 9/14 = 0.0053
For "no” = 3/5 x 1/5 x 4/5 x 3/5 x 5/14 = 0.0206
Conversion into a probability by normalization:
P("yes”) = 0.0053 / (0.0053 + 0.0206) = 0.205
= 0.0206 / (0.0053 + 0.0206) = 0.795



P(Humidity = High | yes) =0
P(yes|E)=0

® Result: p

®* Note: Naive Bayes can handle numeric attributes using Gaussian probability
® distribution estimates, but we will not cover that today




LOGISTIC REGRESSION FOR CLASSIFICATION

* Logistic regression is a mathematical model
used in statistics to estimate (guess) the
probability of an event occurring having

been given some previous data

® Logistic Regression works with binary data,
where either the event happens (1) or the
event does not happen (0). So given some
feature x it tries to find out whether some

event y happens or not.

® Logistic Regression uses the logistic function
to find a model that fits with the data

points. The function gives an 'S' shaped

curve to model the data.



aid as the odds of

® The odds can be define

(f ®* Odds=Ply=1|x)/1-Ply=1] x)




~ Usmg the

*Ply=11x)/1-Ply=1] x)=e"""
® This then leads to the probability:
/ OP(Y—1 |X)_ a+bx/'|+ea+bx—'|/‘|+e(c+bx)




ication

lassified by a
to class most common
among its k typically small). If k = 1, then the

object is simply assigned to ass of that single nearest neighbor.

® In k-NN regression, the output is the property value for the object. This value is the
@ average of the values of its k nearest neighbors.
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here are 2
square inside the

= 5 (dashed line circle) it is

assigned to the first class (3 squares vs.

2 triangles inside the outer circle).




*Y = b,

® Each input variable is given a “weight” in determining how important it is to the prediction

(f (be careful, this is not always a correct interpretation)
@
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1\\5 | THE ALGORITHM

® To run a k-means algorithm, you have to

randomly initialize k points to be centroids

® Iteratively repeat the following until

convergence:

® Cluster assignment

® Go through each of the data points and
depending on which centroid is closer, it assigns

the data points to one of the k cluster centroids.

® Move centroids

® Calculate the average of all the points in a

cluster and moves the centroid to that average

location.










